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Abstract. Feature selection is a critical procedure in many pattern
recognition applications. There are two distinct mechanisms for feature
selection namely the wrapper methods and the filter methods. The filter
methods are generally considered inferior to wrapper methods, however
wrapper methods are computationally more demanding than filter meth-
ods. A novel filter feature selection method based on mutual correlation is
proposed. We assess the classification performance of the proposed filter
method by using the selected features to the Bayes classifier. Alternative
filter feature selection methods that optimize either the Bhattacharrrya
distance or the divergence are also tested. Furthermore, wrapper feature
selection techniques employing several search strategies such as the se-
quential forward search, the oscillating search, and the sequential floating
forward search are also included in the comparative study. A trade off
between the classification accuracy and the feature set dimensionality is
demonstrated on both two benchmark datasets from UCI repository and
two emotional speech data collections.

1 Introduction

Feature selection is defined as the process of selecting D most discriminatory fea-
tures out of d ≥ D available ones [1]. Feature subset selection aims to identify
and remove as much irrelevant and redundant information as possible. Feature
transformation is defined as the process of projecting the d measurements to a
lower dimensional space through a linear or non-linear mapping. Principal com-
ponent analysis and linear discriminant analysis are probably the most common
feature transformations [2]. Both feature extraction and feature transformation
reduce data dimensionality and allow learning algorithms to operate faster and
more effectively on large datasets and even to improve classification accuracy
in some cases. Depending on the available knowledge of class membership, the
feature selection can be either supervised or unsupervised.

The feature selection problem is NP-hard. So, the optimal solution is not
guaranteed to be found unless except exhaustive search in the feature space is
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performed [1]. Two approaches to feature selection are commonly used namely
the wrapper methods and the filter methods. The former use the actual classifier
to select the optimal feature subset, while the latter select features independently
of the classifier. The filter methods use probability based distances independent
of the classification such as the Bhattacharya distance, the Chernoff distance, the
Patrick Fisher distance, and the divergence. Both filter and wrapper methods
may employ efficient search strategies such as branch and bound, best individual
N method, sequential forward selection (SFS), sequential backward selection
(SBS), and sequential floating forward search (SFFS).

A novel filter feature selection method based on mutual correlation is pro-
posed. Both filter and wrapper techniques have their advantages as well as draw-
backs. The major problem with wrapper methods and filter methods employing
search strategies is their high-computational complexity, when applied to large
data sets. For feature sets of large dimensionality, any feature selection method
that would approximate an exhaustive search in these large data spaces is infea-
sible due to the many possible combinations

d!
(d − D)! D!

.

On the other hand, any non-exhaustive search method is not guaranteed to find
the optimal feature set. We can only hope to reach a reasonable local optimum.
While the literature has shown no clear superiority of any particular feature
selection method, some feature selection methods are more suitable for large-
dimension applications than others.

2 Correlation-Based Method

Correlation is a well-known similarity measure between two random variables.
If two random variables are linearly dependent, then their correlation coefficient
is ±1. If the variables are uncorrelated, the correlation coefficient is 0. The
correlation coefficient is invariant to scaling and translation. Hence two features
with different variances may have the same value of this measure. Let us have n
d-dimensional feature vectors

Xi = [ix1, . . . ,
i xd] i = 1, . . . , n

from K possible classes. The mutual correlation for a feature pair xi and xj is
defined as

rxi,xj =
∑

k
kxi

kxj − nx̄ix̄j
√

(
∑

k
kx2

i − nx̄2
i )(

∑
k

kx2
j − nx̄2

j )
(1)

If two features xi and xj are independent then they are also uncorrelated, i.e.
rxi,xj = 0. Let us evaluate all mutual correlations for all feature pairs and
compute the average absolute mutual correlation of a feature over δ features

rj,δ =
1
δ

δ∑

i=1,i�=j

|rxi,xj | . (2)
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The feature which has the largest average mutual correlation

α = argmax
j

rj,δ (3)

will be removed at each iteration step of the feature selection algorithm. When
feature xα is removed from the feature set, it is also discarded from the remaining
average correlations, i.e.

rj,δ−1 =
δ rj,δ − |rxα,xj |

δ − 1
. (4)

2.1 Proposed Feature Selection Algorithm

The proposed correlation based feature selection algorithm can be summarized
as follows.

1. Initialize δ = d − 1.
2. Discard feature xα for α determined by (3).
3. Decrement δ = δ − 1, if δ < D return the resulting D dimensional feature

set and stop. Otherwise,
4. Recalculate the average correlations by using (4).
5. Go to step 2.

The algorithm produces the optimal D-dimensional subset from the original
measurements with respect to the correlation criterion

X = [x1, . . . , xD] .

The algorithm is very simple and so it has low computational complexity.

3 Evaluation Criteria

The presented method was compared with three wrapper based alternatives:
SFS [3], SFFS [3], and oscillating search (OS) [4] used to directly optimize the
Bayes error when each class probability density function is modelled by a single
Gaussian. We also compared it with the Bayes error committed by two filter
methods that select optimal feature subsets either with respect to the Bhat-
tacharyya distance

B =
1
8
(μi − μj)T

(
Σi + Σj

2

)−1

(μi − μj) +
1
2

ln
|Σi+Σj

2 |
√|Σi||Σj |

, (5)

or the divergence (assuming normality)

DIV = (Pi − Pj) ln
Pi|Σj | 12
Pj |Σi| 12

+
1
2

tr{[PiΣi + PjΣj][Σ−1
j − Σ−1

i ]} +

1
2
(μi − μj)T

(
PiΣ

−1
j + PjΣ

−1
i

)
(μi − μj) , (6)
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where Σi and μi are the class covariance matrices and mean vectors, respec-
tively and Pi are prior class probabilities. The criterion functions (5) and (6)
are extended for multi-class problems by summing the criterion values for all
combinations of 2 out of K classes.

4 Experimental Results

4.1 UCI Datasets

In this section, we demonstrate results computed on 2-class datasets from the
UCI repository [5] namely the SPEECH data originating from British Telecom
(15 features, 682 utterances of the word “yes” and another 736 utterances of the
word “no”) and the mammogram Wisconsin Diagnostic Breast Center (WDBC)
data (30 features, 357 benign and 212 malignant samples). The parameters of
the two datasets are summarized in Table 1.

Table 1. UCI repository set parameters

Parameter SPEECH WDBC

K 2 2
D 15 30
n1 682 357
n2 736 212
n 1418 569

The progress of the algorithm at the several iterations of the proposed algo-
rithm is illustrated in Table 2.

Although the proposed method selects less optimal feature subsets on average
for specific numbers of retained features, as can be seen from Tables 3 and 4,
the corresponding Bayes error increases up to 7%. The latter deterioration in
accuracy is compensated by the speed of the method.

4.2 Emotional Speech Data Collections

In this section, the Bayes error committed by the subset of features determined
with respect to the mutual correlation is compared to that of filter methods em-
ploying B or DIV and wrapper methods employing SFS, and SFFS on 2 emotional
speech data collections. The first data collection is Danish Emotion Speech (DES)
containing recordings of speech utterances expressed by 4 actors in 5 emotional
states [6]. The second data collection uses a subset of Speech Under Simulated
and Actual Stress (SUSAS) data collection which includes words uttered under
low and high stress conditions as well as speech in various talking styles expressed
by 9 native American English speakers [7,8]. Several statistics of pitch, formants,
and energy contours were extracted as features [9]. In Table 5, the parameters of
DES and SUSAS are summarized. For DES, nk = 72, k = 1, 2, . . . , 5, while for
SUSAS nk = 630, k = 1, 2, ldots, 8.
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Table 2. Recalculated average correlation at the several iterations of the proposed
algorithm for the SPEECH dataset

step class 1 class 2

1 r 6,15 = 0.59 r 7,15 = 0.54
2 r 7,14 = 0.57 r10,14 = 0.51
3 r 4,13 = 0.54 r11,13 = 0.48
4 r 9,12 = 0.51 r 4,12 = 0.47
5 r 3,11 = 0.50 r 3,11 = 0.44
6 r11,10 = 0.49 r8,10 = 0.43
7 r 5, 9 = 0.46 r12, 9 = 0.41
8 r10, 8 = 0.44 r14, 8 = 0.39
9 r15, 7 = 0.44 r 1, 7 = 0.38

10 r 1, 6 = 0.39 r 6, 6 = 0.37
11 r 8, 5 = 0.37 r15, 5 = 0.34
12 r13, 4 = 0.32 r 5, 4 = 0.31
13 r 2, 3 = 0.30 r 9, 3 = 0.24
13 r12, 2 = 0.25 r 2, 2 = 0.21
14 r14, 1 = 0.16 r13, 1 = 0.13

Table 3. Bayes error for different feature selection algorithms on SPEECH dataset

Number of
retained
features

Correlation SFS OS B DIV

14 0.077 0.074 0.074 0.081 0.081
13 0.082 0.068 0.066 0.076 0.073
12 0.092 0.069 0.062 0.076 0.076
11 0.089 0.066 0.060 0.072 0.077
10 0.084 0.060 0.056 0.079 0.089
9 0.115 0.061 0.058 0.074 0.087
8 0.113 0.055 0.050 0.074 0.098
7 0.108 0.052 0.052 0.087 0.102
6 0.092 0.053 0.053 0.086 0.118
5 0.113 0.053 0.052 0.076 0.108
4 0.118 0.068 0.061 0.079 0.098
3 0.108 0.081 0.081 0.111 0.111
2 0.119 0.119 0.119 0.187 0.226
1 0.345 0.139 0.139 0.221 0.221

average 0.118 0.073 0.070 0.099 0.112

The feature selection methods are evaluated according to their execution time
and the classification error achieved by the Bayes classifier that classifies the
speech segments into emotional states. The crossvalidation method was used to
obtain an unbiased error estimate [10]. For wrapper techniques based on SFS
and SFFS, the crossvalidation method has been speeded up by two mechanisms
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Table 4. Bayes error for different feature selection algorithms on WDBC dataset

Number of
retained
features

Correlation SFS OS B DIV

30 0.053 0.059 0.084 0.079 0.089
29 0.053 0.052 0.053 0.056 0.053
28 0.053 0.049 0.042 0.053 0.049
27 0.056 0.049 0.032 0.046 0.042
26 0.056 0.053 0.028 0.049 0.049
25 0.053 0.053 0.025 0.046 0.063
24 0.060 0.053 0.021 0.046 0.049
23 0.056 0.046 0.018 0.056 0.060
22 0.067 0.039 0.018 0.053 0.067
21 0.063 0.032 0.014 0.046 0.063
20 0.056 0.028 0.018 0.042 0.067
19 0.056 0.021 0.018 0.039 0.056
18 0.053 0.018 0.011 0.039 0.056
17 0.074 0.014 0.014 0.035 0.053
16 0.056 0.014 0.014 0.042 0.046
15 0.077 0.011 0.011 0.053 0.046
14 0.088 0.014 0.011 0.035 0.056
13 0.074 0.011 0.011 0.039 0.053
12 0.077 0.011 0.014 0.053 0.046
11 0.070 0.011 0.007 0.046 0.053
10 0.074 0.018 0.007 0.053 0.046
9 0.063 0.018 0.004 0.053 0.060
8 0.102 0.018 0.007 0.053 0.062
7 0.105 0.018 0.007 0.053 0.042
6 0.109 0.025 0.011 0.063 0.063
5 0.250 0.028 0.021 0.056 0.053
4 0.253 0.042 0.032 0.077 0.077
3 0.274 0.046 0.042 0.067 0.067
2 0.372 0.049 0.056 0.077 0.077
1 0.345 0.084 0.084 0.109 0.105

average 0.098 0.032 0.025 0.054 0.059

that reduce its computational burden and improve its accuracy [9]. In the ex-
periments, feature set A is declared to be better than feature set B, if the error
achieved by using A is smaller than that obtained using B by at least 0.015. The
error difference 0.015 was chosen according to observations made in [9] and the
available computational power.

A comparison of the execution time needed by each feature selection method is
made in Table 6 for each data collection. Filter methods such as those employing
correlation, B, and DIV are 50 times faster than wrapper ones based on SFS
and SFFS. The execution time for correlation and DIV is comparable, whereas
the filter method based on B is twice slower.
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Table 5. Parameters of emotional speech
data collections

Parameter DES SUSAS

K 5 8

D 90 90

nk 72 630

n 360 5040

Table 6. Execution time (in sec)

Method Databases
DES SUSAS

SFFS 18107 53494

SFS 9446 21092

correlation 276 458

B 351 633

DIV 292 454

To evaluate the efficiency of the proposed filter method based on correlation,
we compare the classification errors measured on DES and SUSAS. The classifi-
cation errors on DES are plotted in Figure 1 for the number of retained features
(SFS,SFFS) and the number of discarded features (correlation, B, DIV ). It is
seen that SFS and SFFS achieve about 48% classification error, whereas the error
for filter methods is about 10% higher. The lowest error rates achieved by wrap-
pers are for 10-15 retained features. Similarly, the lowest error rates obtained
by filter methods are accomplished when 60-70 features are removed from the
entire feature set. From the error rates of the Bayes classifier plotted in Figure 1,
we infer that correlation method is equivalent to the other filter methods but it
is clearly inferior to wrapper methods.

SFFS
SFS
Correlation
B

DIV

300200908070605040302010
# Features

Probability of Error

1

0.324

0.5

0.6

0.7

0.4

Random Classification
0.8

Human Rates

Fig. 1. Probability of classification error versus the number of features re-
tained/discarded by feature selection method on DES

From the experimental results on data collection SUSAS plotted in Figure 2,
it is inferred that the lowest error rates are achieved when almost all the features
are selected, either in the first steps of filters or the last steps of wrappers. So,
feature selection here is not used to reduce error rates but to remove redundant
features. The optimal feature set for wrappers as well for filters is achieved after
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SFFS
SFS
Correlation
B
DIV

100908070605040302010
# Features

Probability of Error

1

0.42

0.5

Random Classification0.875

Human Rates

Fig. 2. Probability of classification error versus the number of features re-
tained/discarded by feature selection method on SUSAS

20-30 iterations. Wrappers select 20-30 features, whereas filters remove 20-30
features out of the 90 initial ones. Therefore, wrappers yield a smaller feature
set than filters. Regarding the time requirements, wrappers select the optimal
feature subset of 20 features within 2000 sec., whereas filters based on correlation
and divergence can yield a subset of 50 features yielding comparable error rates to
wrappers within 150 sec. There is a great difference between the results obtained
for DES and SUSAS. By using all features in DES for classification, the error is
at random level, whereas the error rates in SUSAS are minimized when the entire
feature set is employed. This abnormal behavior of classification error regarding
the size of feature set could be a topic of further research.

5 Conclusions

A filter method for feature selection based on mutual correlation has been pro-
posed. Being a filter method, it yields features independent of the classifier to be
used. Hence, in principle, the proposed method can only approach the feature
selection quality of methods based on direct estimation of the Bayes classifier
error rate (i.e. wrapper methods with SFS or OS, filter methods using B or
DIV ). At the same time, the proposed filter method can easily cope with classi-
fication tasks in feature spaces of large dimensionality. The method is extremely
fast in comparison with the other compared methods (except DIV ). The pre-
sented method can also be used when alternative filter methods based on B or
DIV cannot be applied due to limited measurements which prevent the robust
estimation of necessary covariance matrices. The method can be used either in
supervised or unsupervised mode.
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